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Abstract—Few-shot semantic segmentation is a challenging task
that aims to segment novel classes in the query images given only
a few annotated support samples. Most existing prototype-based
approaches extract global or local prototypes by global average
pooling (GAP) or clustering to represent all object information.
Subsequently, the prototype information is employed as guidance
for query image segmentation. However, these frameworks fail
to fully mine the object details and ignore information from
query images. Consequently, we propose a Dual-Guided Frequency
Prototype Network (DGFPNet) to solve these issues. Specifically,
to mine the global and local object information, a Frequency
Prototype Generation Module (FPGM) is first proposed to extract
more comprehensive frequency prototypes by multi-frequency
pooling (MFP) in the DCT domain. Then, with the guidance
of support and query information, a Dual-Guided Selection
Module (DGSM) is presented to produce the query attention
mask and select more effective prototypes. Based on the query
attention mask and support information, the generalized object
information is integrated into the feature with the proposed Feature
Generalization Module (FGM). Finally, we propose a Multi-
Dimension Feature Enrichment Decoder Module (MDFEDM) to
capture multi-dimension object information and tackle hard pixels
for refining the final segmentation results. Extensive experiments
on PASCAL-5% and COCO-20¢ show that our model achieves new
state-of-the-art performances.

Index Terms—Few-shot segmentation, few-shot learning,
prototype learning, frequency domain learning, dual-guidance.
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I. INTRODUCTION

EEP learning [1], [2] has been widely applied to various
D computer vision tasks, especially in semantic segmenta-
tion, which classifies each pixel into a particular class. Benefiting
from the large pixel-level annotated datasets, semantic segmen-
tation [3], [4], [5], [6], [36] has made tremendous progress in re-
cent years. However, it is labor-intensive and time-consuming to
manually annotate a large amount of pixel-wise labeled images.
Furthermore, given a few annotated images, semantic segmen-
tation hardly generalizes to novel classes. In contrast, humans
can easily recognize a new concept from the image when only
seeing a few examples. Inspired by this, Few-shot Semantic Seg-
mentation (FSS) is investigated to solve this problem.

Few-shot semantic segmentation [7] aims to produce pixel-
level predictions of novel category samples in the query image
using only a few labeled samples. Following [8], [9], most pre-
vious methods adopt the prototype-based network to extract the
global prototype from the support image by global average pool-
ing (GAP), as shown in Fig. 1(a). However, the global prototype
unavoidably tends to lose some intrinsic support object parts,
causing incomplete segmentation for query targets, like the lost
plane empennage in the prediction of Fig. 1(a). Then, some stud-
ies [10], [11], [12] further generate local prototypes by cluster-
ing the support features, as shown in Fig. 1(b). These studies
mine local detail object information while ignoring the global
understanding of the objects. In this case, these studies fail to
discriminate the target objects and induce background noise in
the prediction, such as the misclassified toolbox in the predic-
tion of Fig. 1(b). Hence, global and local prototypes are essential
to guide the target segmentation in the query images. Besides,
there are many different attributions between query and support
images, like quantities, views, illumination intensities, etc. Tak-
ing only the support information as the guidance usually leads to
inaccurate matching between support and query features. There-
fore, some methods are designed to build relation maps between
support and query samples, such as graph attention [13], [37],
cross-reference [14], 4D convolutions [15], Transformers [16],
etc. Nevertheless, the entire features they used usually contain
irrelevant background context and introduce too much noise,
leading to performance decline.

To address the abovementioned problems, we pro-
pose Dual-Guided Frequency Prototype Network (DGFP-
Net), as shown in Fig. 1(c). The model prototypes are
generated from various frequency components to capture
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Fig. 1. Comparison of our DGFPNet and previous works. (a) The global pro-
totype model produces single prototype by GAP from the global perspective,
where the activation and prediction are generated by BAM [18]. (b) The local
prototype model extracts multiple prototypes by clustering from the local per-
spective, where the activation and prediction are generated by ASGNet [11].
In contrast, (c) our DGFPNet proposes the multi-frequency pooling to gener-
ate multiple frequency prototypes in the DCT domain from both global and
local perspective. Moreover, with the guidance of support and query informa-
tion, DGFPNet selects more effective prototypes to bridge the gap between the
support and query sets.
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Fig. 2.  Visualization of activation maps generated by different frequency pro-
totypes. (a) denotes the original image. (b), (c), and (d) denote the activation
map generated by frequency prototype 0, 9, and 27, respectively. The activation
map (b) focuses on the global features like the fuselage of the airplane, while the
activation map (c) and (d) pay attention to the local features like the empennage
and wheel of the airplane. Please note that the frequency prototype 0 is equal to
the prototype generated by GAP. Best viewed in color.

global and local object information in a unified way.
Subsequently, we select effective prototypes by query and sup-
port information to diminish the domain gap between source and
target. Specifically, we first propose a Multi-Frequency Pooling
(MFP) to generalize prototype learning in the frequency domain
and design a Frequency Prototype Generation Module (FPGM)
based on MFP. FPGM extracts informative frequency prototypes
in the frequency domain from the global and local perspectives
to capture the essential features lost by GAP or clustering. As
shown in Fig. 2, frequency prototypes contain global and lo-
cal features for representing the object comprehensively and
completely. So, compared to GAP and clustering, our model
can mine information about the plane empennage part and filter
out background noise well in the prediction of Fig. 1(c). Then,
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guided with support and query object information, effective pro-
totypes are selected from all frequency prototypes to bridge the
gap between the support set and query set, named Dual-Guided
Selection Module (DGSM). Based on these effective proto-
types, DGSM produces the training-free query attention mask,
as shown in the activation of Fig. 1(c). Our attention mask is
more accurate and less noisy than previous single-guided prior
attention masks in Fig. 1(a) and Fig. 1(b). Technically, we se-
lect the support ground-truth mask as the support-guided mask,
and integrate the mid-level attention mask, high-level attention
mask, and base learner result [18] to generate the query-guided
mask. Therefore, different from the previous dual-guided meth-
ods [13], [14], [15], [16], our method captures more target object
information by guided masks that filter out most irrelevant in-
formation. Next, benefiting from the generalization ability of
the query attention mask, the generalized feature is obtained by
fusing this mask and the support information to focus more on
the specific class in the proposed Feature Generalization Module
(FGM). Finally, the previous decoder [11], [18], [20] is difficult
to mine horizontal or vertical banding object features and clas-
sify some hard pixels. Therefore, we propose Multi-Dimension
Feature Enrichment Decoder Module (MDFEDM) that inte-
grates the asymmetric kernels into the FEM [20] to mine the ob-
ject banding details and pre-segments the query attention mask
to refine the final prediction.

In summary, the main contributions of this paper are listed as

follows:

® We propose the Dual-Guided Frequency Prototype Net-
work (DGFPNet) for few-shot semantic segmentation.
DGFPNet mines global and local object-guided informa-
tion in the frequency domain and bridges the gap between
the support and query sets.

® We introduce the FPGM that extracts comprehensive fre-
quency prototypes by MFP in the DCT domain to address
the limitation of GAP and clustering. Then, DGSM is pro-
posed to select effective prototypes and generate the fi-
nal query attention mask with the guidance of support and
query information.

¢ We introduce FGM and MDFEDM. FGM integrates query
attention mask and support object information into query
features to enhance the feature generalization. MDFEDM
captures the horizontal and vertical banding object features
by asymmetric kernels and refines the final prediction by
handling hard pixels.

e Our DGFPNet achieves new state-of-the-art results on
PASCAL-5' and COCO-20" datasets. Extensive experi-
ments validate the effectiveness of each component in our
DGFPNet.

II. RELATED WORK

A. Semantic Segmentation

Semantic segmentation has made significant progress based
on large-scale labeled datasets, aiming to provide pixel-level
predictions for an input image. Benefiting from the advantage
of fully convolutional networks (FCNs) [3], various robust net-
works have been designed successively. They focus on the larger
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receptive field [5], [21], multi-scale feature aggregation [4],
[22], and encoder-decoder architecture [6], [23]. Specifically,
Deeplab [5] employs dilated convolution to extend the recep-
tive field and capture more content. PSPNet [4] utilizes pyramid
pooling to concatenate multi-scale features. Meanwhile, some
researches [24], [25] show that the attention mechanism can
capture long-distance dependencies and achieve state-of-the-art
performance. Our work also introduces the multi-scale feature
aggregation and the encoder-decoder architecture to get more
informative and valuable representations.

B. Few-shot Semantic Segmentation

Few-shot semantic segmentation aims to segment novel
classes in query images with only a few annotated examples.
OSLSM [7] first proposes a two-branch network to solve the
task. It generates classifier weights in the conditioning branch
and uses the weights to segment the object in the segmentation
branch. Then, PL [8] uses the global average pooling (GAP) to
learn the prototypes from the support set for segmentation. Fol-
lowing PL, some prototype-based methods are proposed, such as
SG-One [9], CANet [26], CRNet [14], PFENet [20], and SMCP
[39]. They typically concatenate the expanded prototype with
the query feature and densely match for segmentation. However,
the global prototype usually contains limited object information.
Therefore, recent studies focus on local prototypes to enhance
the few-shot segmentation model. RPMM [10] leverages multi-
ple prototypes generated by the expectation-maximization (EM)
algorithm to correlate diverse image regions. ASGNet [11] intro-
duces a superpixel-guided clustering method to extract multiple
local prototypes from the support image. Moreover, some studies
generate prototypes from other perspectives to further mine the
object information. DPNet [27] builds other pseudo-prototype
based on foreground features in the query image. DCP [28] pro-
poses the divide-and-conquer proxies to derive different proto-
types from a broader perspective. DPCN [19] utilizes dynamic
kernels from the support foreground to fully capture the intrin-
sic details. Differently, we analyze the multiple prototypes in the
frequency domain and further select effective prototypes based
on both support and query images. Motivated by BAM [18],
which applies an additional branch (base learner) to explicitly
identify the targets of base classes, we also integrate the base
learner into our model.

C. Frequency Domain Learning

The frequency analysis has been considered a powerful
method to capture rich representation and process complicated
tasks in recent computer vision research. In [29], the spec-
tral bias is analyzed from the frequency perspective to identify
and remove the trivial frequency components without classi-
fication accuracy loss. FcaNet [17] generalizes the compres-
sion of the channel attention mechanism in the frequency do-
main. ChfL [30] transforms the density map into the frequency
domain to process the crowd-counting task. Meanwhile, some
studies focus on the low-frequency and high-frequency com-
ponents in the images. Geirhos et al. [31] demonstrated that

IEEE TRANSACTIONS ON MULTIMEDIA, VOL. 26, 2024

CNN is more biased towards learning low-frequency local fea-
tures than humans. Moreover, Wang et al. [32] showed that
high-frequency components (HFC) can explain the general-
ization of convolutional neural networks. Afterward, SSAH
[33] introduces the low-frequency constraint to limit pertur-
bations within high-frequency components and ensure percep-
tual similarity between adversarial examples and origin. De-
coupleSegNets [34] explicitly models the object body and edge
for semantic segmentation, corresponding to the low and high
frequency. Similarly, our work mines comprehensive image in-
formation and extracts representative prototypes based on vari-
ous frequency components.

III. TASK DESCRIPTION

Following the episode-based meta-learning paradigm [7], [8],
[20], we apply the standard few-shot semantic segmentation set-
ting. The dataset is divided into the training set Dy,.q;, and the
testing set Dy.s¢, where the class set in Dy 1S Chgse, and
the class set in Dyegp is Choper- Note that the training class set
and testing class set are disjoint, Cqse N Choper = 2. Based on
Dirain and Dyes, a series of episodes are randomly sampled
from them. For a specific class C, each episode is formed with a
query set @ = {(I,, M,)} andasupportset S = {(I}, M})}F_,.
It is called the k-shot segmentation learning task. Specifically,
Il € REXW>3 represents the i-th image, and M! € {0, 1}7>*W
indicates its binary mask of class C' in the support image. Sim-
ilarly, I, is the query image, and M|, is the ground-truth mask
for class C' in the query image, which is only used for training.
Our goal is to optimize the model on Dy, during training
and subsequently generalize it to D;.s; during testing without
further optimization.

IV. METHOD
A. Overview

To mine more comprehensive support information and di-
minish the domain gap, we propose the Dual-Guided Frequency
Prototype Network (DGFPNet), as shown in Fig. 3. The main
idea of the model is to generate multiple prototypes from various
frequency components in a unified way and segment the target
under the guidance of support and query information. Firstly, the
support image I, and query image I, are fed into the pre-trained
backbone to extract mid-level features (F/, F2 F)M and
F2!) and high-level features (F/' and F!), where FSA{ o 18
the feature extracted from Block-z, and stfq is the feature ex-
tracted from Block-4. Then, Frequency Prototype Generation
Module (FPGM) uses F' jgf to obtain all frequency prototypes
P4y by multi-frequency pooling (MFP). These prototypes con-
tain global and local information. Given the base learner result
MB, Pay, FM FM FH and FH, we employ Dual-Guided Se-
lection Module (DGSM) to select more effective prototypes and
produce the query attention mask M/}, main prototype P ain,
and complemental prototype P.oppie, bridging the domain gap.
Next, the generalized feature F'© is generated by Feature Gen-
eralization Module (FGM) with the input of M2, F/, FM,

FM, and F)!. Finally, the results of the above modules are
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takes the mid-level support feature st‘g and corresponding ground-truth mask M as the input to extract all frequency prototypes P4;; by multi-frequency pooling
(MFP). Then, with the guidance of support and query information, Dual-Guided Selection Module (DGSM) selects more effective prototypes for producing the
query attention mask M ;‘, main prototype P ain, and complemental prototype Peopmpie. Next, Feature Generalization Module (FGM) fuses the query attention

mask information and mid-level features to generate the generalized feature F'G . Finally, the concatenated features F'C are fed into the Multi-Dimension Feature
Enrichment Decoder Module (MDFEDM) to capture multi-dimension features and segment objects.
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concatenated along the channel dimension, named concatenated
features F'C, and taken as the input of the Multi-Dimension Fea-
ture Enrichment Decoder Module (MDFEDM) to segment the
query object.

B. Frequency Prototype Generation Module

The previous few-shot segmentation methods usually extract
the global prototype by GAP [8], [9], [20] or local prototypes by
clustering [10], [11], [12], resulting in losing some intrinsic ob-
jectinformation. Therefore, to address the limitation of GAP and
clustering, we propose multi-frequency pooling (MFP) that gen-
erates global and local frequency prototypes in the DCT domain
by sufficiently mining the object information, named Frequency
Prototype Generation Module (FPGM).

Since the mid-level feature constitutes object parts shared by
unseen classes [26], we apply the mid-level feature to extract our
frequency prototypes. As shown in Fig. 4, the mid-level support
feature F' 51;4 € R wxe s first multiplied by the support mask

M to generate the foreground support feature st‘f e Rhxwxe,

Then, the expanded DCT bases B = {Bt}ivz?)l, which is the
variant of the basic DCT formula, is computed as:

B, = Expand(DCT (u,v)),t € {0,1,...,N — 1},
u=|t/K| x h,v=(t(mod K)) x w0,
ue{0,1,...,K -1} x h,v € {0,1,..., K — 1} x w,
h=|h/K|,w=|w/K],N =K xK, (1)

where B; € R ¢ g the t-th DCT base in B € RN xhxwxc,
h and w represent the height and width of B,. |-] is the floor
bracket that rounds the number to the lower integer, and mod is
the modulo operation. (u, v) is the corresponding 2D frequency
component. The whole 2D DCT frequency space is divided into
K x K parts (asillustrated in [17], K = 7). Expand(-) denotes
duplicating and expanding DOT (u,v) € R"*%*! to the same

channel as F/ ". DCT(u,v) is the generalized DCT component
in (u,v):

DCT(u,v) = a(w)a(v)cos <”—}ZL (w%)) cos (% (j +%)) :

@)

1, z =0,
\/57 ,13750,

ie{0,1,....h—1},j€{0,1,...,w—1}, (3)

a(z) =

where a(u) and «(v) are the coefficients of DCT'(u,v) calcu-
lated according to (3), and 7 and j represent the spatial position
of Bt .

Finally, Fsz‘f "is duplicated to N copies and computed element-
wise multiplication with the corresponding expanded DCT bases
B to produce all support frequency prototypes Pa;; = { P; i:Ol.
This procedure is called multi-frequency pooling (MFP) in the
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te{0,1,...,N—1}. (4) y P

When we set the ¢ to 0, the lowest frequency support prototype
P, is obtained:

Py = i Lo P (029) - Bling)
Doico gm0 [Ms(i,§) = 1]
O X FM (i) - M., §) = 1]
T N ML) = 1]
= masked GAP(FM, M,). 5)

S3 7

(5) proves that Py is equal to the prototype generated by the
masked GAP. So, the prototype generated from the masked GAP
only preserves the lowest frequency component object informa-
tion while discarding the others. Moreover, since clustering com-
presses the partial object information into the local prototypes,
it lacks the global recognition of the object, i.e., the lowest fre-
quency component object information. In contrast, MFP utilizes
the lowest and higher frequency information to capture global
and local object features lost by GAP or clustering, generating
comprehensive and informative frequency prototypes.

C. Dual-Guided Selection Module

Among all generated frequency prototypes, there are inferior
and inefficient prototypes for query target segmentation, lead-
ing to model performance degradation. Moreover, it is different
in many attributions between query and support images. There-
fore, we propose the Dual-Guided Selection Module (DGSM)
that selects superior and efficient prototypes for query target

prior attention masks [11], [18], [20]. The process of DGSM is
illustrated in Fig. 5.

DGSM mainly comprises two branches: query-guided branch
and support-guided branch. The key idea of the guided branch
is to obtain efficient prototype indexes by comparing the guided
mask and corresponding prototype masks. The more efficient
prototypes can generate prototype masks that are more similar
to the guided mask. So, we apply the Euclidean distance be-
tween the guided mask and the prototype mask to judge the
prototype quality. Moreover, to this end, we also need to obtain
high-quality query and support guided masks. Previous works
[15], [19], [40], [48], [49] usually fuse the prior attention infor-
mation from both high-level and mid-level features to perform
dense pixel predictions and refine the final results. Motivated
by this, our query-guided mask M, qG is generated by the base
learner result M 2, the high-level attention mask M, and the
DCT 0 mask mg, where M? is defined in BAM [18] that in-
troduces an additional branch to explicitly predict the regions
of base classes in the query images. M P filters out base class
objects in the background, Mf suppresses most background
noise and locates targets, and m represents global object infor-
mation. As for the support-guided mask M, it is directly using
the support ground-truth mask Mj. Different from the previ-
ous methods [13], [14], [15], [16], our guided masks filter out
most background noise, focusing on mining more target object
information from support and query features.

In the query-guided branch, the high-level query feature
FH e R"*®x¢ and the support prototype extracted by GAP
are first fed into the cosine similarity to generate the high-level
query attention mask 1/, f € R wx1 Then, given all frequency
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prototypes P4;; and the mid-level query feature Fq]}f € Rhxwxe,
we also apply the cosine similarity to produce the query fre-

quency prototype masks M, f = {mt}i\gl € RVxhxwxl,

my :C(FM

EN

P),te{0,1,...,N —1}, (6)

where the C(-) denotes the cosine similarity. After that, to obtain
the high-quality guided mask, the query-guided mask A/, qG S
R™wx1 s produced by multiplying M5 € R"*w*! MH and
mo:

ME =MP @ M @ mo, (7

where ® denotes element-wise multiplication. The more effec-
tive prototype generates the more accurate and less noisy mask
mg. In other words, the Euclidean distance between m; and M qG

is smaller. So, based on all Euclidean distances E, = {e;} 1 o
between M} and M, the query-guided indexes 1D, are the
first A indexes with minimum distances, where A means the
number of selected indexes:

er =T (my, M), (8)
IDq :]:min(ElpA)? (9)

where 7 (-) represents the Euclidean distance, and Fpin (-, A)
represents sorting the Euclidean distances in ascending order
and then taking out the indexes of the first A distance values.

In the support-guided branch, the support frequency prototype
masks MP € RV>*"<wxl are first generated according to (6)
with the input of I’ f‘f and Pyy;. Then, the support ground-truth
mask is resized to the same spatial size as M and taken as the
support-guided mask M& € R"*®*1  Finally, given the M
and M, we obtain the support-guided indexes I D according
to (8) and (9).

After obtaining I D, and ID,, the guided indexes 1D, is
generated by the union of /D and 1D, to fuse the guidance
information from both support and query images and bridge the
gap between them. Based on I D, we select the corresponding
query frequency prototype masks. Then, the pixel-level maxi-
mum value of all selected masks is taken as the mid-level query
attention mask MM € R

ID,, =ID,UID,, (10)

Y

where Fielect (-, I Dsq) denotes the selection based on Dy, and
max(-) denotes computing the pixel-level maximum value. Fi-
nally, the query attention mask M;* € R"***1 is obtained by
multiplying the M?, M and M to absorb the prior informa-
tion from high-level feature, mid-level feature, and base learner:

MM = max(Fuereet (M, , I1Dy,)),

MA=M" o Mj" @ M. (12)

With the guidance of 1D, we further obtain complementary
frequency prototypes. For the main prototype Pyain € RY¥1*€,
we directly use the prototype generated by DCT 0, which con-
tains the global object information. As for the complemental
prototype Peompre € R11%€, it is generated from the average
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of the remaining selected prototypes, which contains the local
object information:

Pcomple = avg(]:select(PAlb IDsq) - Pmain); (13)

where avg(-) represents the average value. Note that the Py ain
and P, pie are generated by FPGM with the input of support
features derived from Block-2 and Block-3, according to [11],
[18], [20], [28], [43].

D. Feature Generalization Module

Query features are usually extracted by the frozen pre-trained
backbone in the previous works [10], [11], [20]. However, some
semantic clues contained in query features are unrelated to the
objects shown in support images, bringing unexpected obsta-
cles to segment novel classes in FSS. Therefore, we propose
the Feature Generalization Module (FGM) to fuse more object
semantic information into the features and further enhance the
model generalization ability, as shown in Fig. 6.

Specifically, we first concatenate the features derived from
Block-2 and Block-3, as shown in Fig. 3. Then, the support
feature FM € R™*¢ and query feature F € R"*“*¢ are
generated by 1 x 1 convolution, respectively, where the convo-
lution reduces the channel number of the concatenated features:

FM = Fra(FY o FM, FM = Fra(FY o FY), (14)

where @ denotes the concatenation along the channel dimension.
Given the FM, the support generalization feature F SG €
R/*wxc js generated by the residual structure inspired by [35]:

FG:fconv(F;M®Ms)+F‘gj\/[>

S

(15)

where Fi,,,(+) denotes the convolution network.

As for the query generalization feature F.¥, we integrate the
query attention feature FqQ 4into FqM to produce it, where FqQ A
is generated by fusing the semantic clues of M f and M, (5\4 :

FRA = Fup(M]" @ M),
F¢ = Fia(Fr e F)),

(16)
a7

Authorized licensed use limited to: Shanghai Normal University. Downloaded on September 24,2024 at 00:55:58 UTC from IEEE Xplore. Restrictions apply.



8880

IEEE TRANSACTIONS ON MULTIMEDIA, VOL. 26, 2024

Qnery Attention Mask

Main Prototype

Resmng

oolm Ex
pandin
— & _’E—"—»H
Poolin Expandmﬁ FAsy
IJ —)

pHori Asymmetric Kernel Enrichment

FVer

w

Pinain

, Expanding

Complement Prototype

Pcomple

% Expanding

Generalized Feature
F¢

f i Average Pooling

——
—B—

%%%%

oo

—M—’W—*

S
FSau FNew

Square Kernel Enrichment J,

(a) The feature enrichment part.

=
m

Query Attention
Mask M4

Expandmg

Query
Generalization
Feature F§

Threshold
Segmentation

Expandlng

My

—- ~ BN

Main Prototype P,,4in

i e S

Element-wise
Multiplication

o
My

Concatenation

Addition

:
My

(b) The segmentation part.

Fig. 7.
part.

where F,,,(+) consists of two convolutions: the 1 x 1 convolu-
tion for increasing the channel number and the 3 x 3 convolution
for refining the mask features.

Finally, the generalized feature F'“ is generated by concate-
nating FSG and FqG and subsequently fed into the decoder module
for feature matching and target segmentation.

E. Multi-Dimension Feature Enrichment Decoder Module

FEM (Feature Enrichment Module) [20] is first proposed in
the PFENet to overcome spatial inconsistency by the square ker-
nels. Then, some researches [40], [41], [48] adopt FEM for its
efficiency. However, we find it difficult for FEM to capture the
horizontal or vertical banding object features. Therefore, asym-
metric kernels are integrated into the FEM to mine the subtle
object details, as shown in Fig. 7(a). Although the feature enrich-
ment part captures multi-scale and banding object features, there
are still some hard pixels (the false negative pixels and the false
positive pixels) in the segmentation result. To tackle the hard
pixels, the segmentation part is introduced to refine the segmen-
tation result, as shown in Fig. 7(b). The segmentation part applies
threshold segmentation to obtain the foreground and background

Illustration of our Multi-Dimension Feature Enrichment Decoder Module. The above is the feature enrichment part, and the below is the segmentation

pseudo-segmentation results. Based on the pseudo-segmentation
results, the pseudo foreground segmentation branch can filter
out the background pixels (false positive pixels) in the object,
like the background pixels at the bottom of the plane nose, and
the pseudo background segmentation branch can mine the fore-
ground pixels (false negative pixels) in the background, like the
pixels at the bottom of the plane fuselage.

As for the feature enrichment part, we first follow FEM
[20] to construct the square kernel enrichment. Then, for the
asymmetric kernel enrichment, the concatenated features F'C €
R wx(4e+1) are processed with the convolution network to gen-
erate the horizontal or vertical banding object feature:

FHom ]thwxc7

«s(avepool, (F9))) €
FVer = expand(Fs. (avgpool,, (F¢))) € R wxe,

= expand(F;
(18)

where avgpooly, (+) and avgpool,, () denote averaging the fea-
ture values under the high and width dimension, respectively.
Fixs(+) and F3y1(-) denote 1 x 3 and 3 x 1 asymmetric kernel
convolution, respectively. Moreover, expand(-) represents ex-
panding operations. Given the Fj; 7, FHori and FVer, we fuse
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them to generate the final asymmetric feature F45Y:

FASy — -lel(FHOM @FVST @F(A)SQU) 6 ]thwxc’ (19)

where F(;9 1" represents the first output of square kernel enrich-
ment. Finally, the new query feature FV¢* is produced by the
FAsy and FSav,

FNeY = Fq (FA%Y @ PS5, (20)

In the segmentation part, we first set a threshold 7 to segment
the query attention mask M, ;‘ € R"™wx1 Then, we generate
the pseudo foreground query mask M{" € R"**** and pseudo
background query mask M € RM"*®*1 Next, the pseudo
masks multiply the query generalization feature FqG and con-
catenate with the expanded main prototype P, . to segment

the object. The segmentation results from M f " and Mf " are
fused to obtain the pseudo query mask M T € R*wx1;

M;)I = segfore((]W}D ® FqG) D Phain)s
MF" = segback(M ® F)® Pl @n
MP = MF + MF, 22)

where seg fore(-) and segback(-) are the segment head. Finally,
MY is integrated into FV¢" by the residual structure to refine
the final segmentation result M/ Fnal

MFinal _ 3€g<]:conv(FNew D MP) + FNew). (23)

F. Extension to k-Shot Setting

In the case of the k-shot setting, more support images are
given. To extend 1-shot segmentation to k-shot, we propose the
appropriate way for the above modules. As for the high-level
query attention mask M/, f in DGSM, PFENet [20] proves that
the high-level mask helps the model identify the target in query
images. Therefore, to better identify targets and filter out back-
ground noise, we focus on the same region of different high-level
masks in the k-shot setting by average fusion strategy. As for
the mid-level query attention mask M in DGSM, CANet [26]
demonstrates that Block-3 performs the best when the single
block is used for comparison. In other words, the mid-level
query attention mask contains rich object information. In the
k-shot setting, different support images contain different sup-
port guiding information, so using average fusion to address
the mid-level masks can weaken the information from differ-
ent images. Therefore, we apply the max fusion strategy for the
mid-level query attention mask to capture more object infor-
mation. For other module components, we follow the previous
works [20], [26], [27], [40], [43] to simply use the average fusion
strategy to address them.

G. Training Loss

During training, the cross entropy loss is selected as the loss
function of DGFPNet. Following FEM [20], we apply the inter-
mediate supervision for the feature enrichment part to generate
n losses L4, € {1,2,...,n}. L} contains the n — 1 different
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losses from square kernel enrichment and the 1 loss from asym-
metric kernel enrichment. As for the segmentation part, we cal-
culate the loss of foreground and background segmentation re-
sults, respectively. So, the pseudo loss £ consists of the pseudo
foreground loss and the pseudo background loss. Then, the fi-
nal loss L3 is generated by the final segment result Ml In
summary, the total loss is:

L= =3 Ly +BLo+ Lo,

i=1

(24)

where n is 5 in the model. The « and 3 are trade-off parameters
set to 1.0 in all experiments.

V. EXPERIMENTS

A. Implementation Details

Datasets: Our model is evaluated in the datasets of PASCAL-
5% [7] and COCO-20" [45]. PASCAL-5" consists of PASCAL
VOC 2012 dataset [46] and augmented SDS dataset [47], while
COCO-20" is built from MSCOCO [44]. We evenly divide the
object categories of both datasets into four folds. For each fold,
we randomly sample 1,000 pairs of support and query images for
validation. The cross-validation experiment evaluates the pro-
posed model: three for training and one for testing.

Experimental Setting: We construct our model on PyTorch.
For a fair comparison with existing FSS methods, two differ-
ent backbone networks are chosen, including VGG-16 [1] and
ResNet-50 [2]. The backbones are pre-trained on ImageNet [42]
and fixed during the training and testing stage. The SGD is
adopted as the optimizer for training, where the momentum and
weight decay are set to 0.9 and 0.0001, respectively. The learn-
ing rate is fixed at 0.005 for 200 epochs on PASCAL-5' and
50 epochs on COCO-20°. Meanwhile, we also apply the data
augmentation strategies like random scale, Gaussian filtering,
horizontal flip, and random rotation. All images are cropped
into 473 x 473(PASCAL-5%) and 641 x 641(COCO-20") for
training and testing. The final testing result is computed by av-
eraging the results of 5 trials with different random seeds. Our
experiments run on Nvidia Tesla V100 GPUs.

Evaluation Metrics: As in [7], [18], [45], we adopt the mean
Intersection-over-Union (mloU) as the major performance eval-
uation metric because of its comprehensiveness and objectivity.
Forclass C, theToUisdefinedas [oU, = TP./(TP.+ FP. +
FN,.),where TP, FP.,and F' N are the number of true posi-
tives, false positives, and false negatives in segmentation masks.
The mloU is defined as the mean IoUs of all image classes. More-
over, we also report the foreground-background IoU (FB-IoU)
for more comparisons. The FB-IoU is the mean of foreground
IoU and background IoU over all test images, which ignores the
image classes.

B. Comparison with State-of-the-arts

PASCAL-5%: As shown in Table I, we build our model on two
backbones, including VGG-16 and ResNet-50, respectively. It
can be found that DGFPNet achieves new state-of-the-art perfor-
mances on both 1-shot and 5-shot tasks with the two backbones.
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TABLE I
MIOU AND FB-IOU PERFORMANCE OF 1-SHOT AND 5-SHOT SEGMENTATION ON PASCAL-5¢ DATASET
1-shot 5-shot
Method Backbone Fold-0 Fold-1 Fold-2 Fold-3 Mean FB-loU Fold-0 Fold-1 Fold-2 Fold-3 Mean FB-loU

OSLSM [7](BMVC’17) 33.6 553 40.9 335 40.8 613 359 58.1 42.7 39.1 44.0 61.5
SG-One [9](TCYB’20) 40.2 58.4 484 384 46.3 63.9 419 58.6 48.6 39.4 47.1 65.9

RPMM [10](ECCV’20) 47.1 65.8 50.6 48.5 53.0 - 50.0 66.5 519 47.6 54.0 -
PFENet [20](TPAM’20) 56.9 68.2 54.4 524 58.0 72.0 59.0 69.1 54.8 529 59.0 72.3

MMNet [40](ICCV’21) 57.1 67.2 56.6 523 58.3 - 56.6 66.7 63.6 56.5 58.3 -
HSNet [15](ICCV’21) 59.6 65.7 59.6 54.0 59.7 73.4 64.9 69.0 64.1 58.6 64.1 76.6
APANet [38](TMM22) vaa-16 58.0 68.9 57.0 522 59.0 61.6 59.8 70.0 62.7 577 62.6 66.0
DCP [28](LJCAI'22) 59.7 68.7 63.8 53.1 613 74.9 64.3 70.7 67.4 61.1 65.8 79.4
DPCN [19](CVPR22) 58.9 69.1 63.2 55.7 61.7 73.7 63.4 70.7 68.1 59.0 65.3 772
BAM [18](CVPR22) 63.2 70.8 66.1 57.5 64.4 713 674 73.1 70.6 64.0 68.8 81.1
Baseline 54.7 71.4 574 60.6 61.0 743 63.8 71.8 67.6 62.3 66.4 78.0
DGFPNet(ours) 66.9 72.4 68.7 60.8 67.2 79.1 714 74.7 733 66.3 71.4 82.6
CANet [26](CVPR’19) 52.5 65.9 51.3 51.9 55.4 66.2 55.5 67.8 51.9 532 57.1 69.6

RPMM [10](ECCV’20) 552 66.9 52.6 50.7 56.3 - 56.3 67.3 545 51.0 57.3 -
PPNet [12](ECCV’20) 48.6 60.6 55.7 46.5 52.8 69.2 58.9 68.3 66.8 58.0 63.0 75.8
PFENet [20](TPAM 20) 61.7 69.5 554 56.3 60.8 733 63.1 70.7 55.8 579 61.9 739
ASGNet [11](CVPR’21) 58.8 67.9 56.8 53.7 59.3 69.2 63.7 70.6 64.2 57.4 64.0 74.2
HSNet [15](ICCV’21) 64.3 70.7 60.3 60.5 64.0 76.7 70.3 732 67.4 67.1 69.5 80.6

CyCTR [16](NeurIPS’21) ResNet-50 67.8 72.8 58.0 58.0 642 - 71.1 732 60.5 575 65.6 -
APANet [38](TMM’22) 62.2 70.5 61.1 58.1 63.0 63.6 633 72.0 68.4 60.2 66.0 66.7

DPNet [27](AAAI'22) 60.7 69.5 62.8 58.0 62.7 - 64.7 70.8 69.0 60.1 66.2 -
DPCN [19](CVPR’22) 65.7 71.6 69.1 60.6 66.7 78.0 70.0 732 70.9 65.5 69.9 80.7
BAM [18](CVPR’22) 69.0 73.6 67.6 61.1 67.8 79.7 70.6 75.1 70.8 672 70.9 822
Baseline 66.2 73.1 66.6 60.2 66.5 76.6 69.2 73.8 67.3 63.2 68.4 79.1
DGFPNet(ours) 70.5 74.5 70.0 61.9 69.2 80.1 74.0 76.3 72.3 67.5 72.5 83.1

The best performances are highlighted in bold. “Baseline” means the meta learner proposed in BAM [18], where the ASPP in it is

replaced with FEM [20].

TABLE I
MIOU AND FB-IOU PERFORMANCE OF 1-SHOT AND 5-SHOT SEGMENTATION ON COCO-2O7'. DATASET
1-shot 5-shot
Method Backbone Fold-0  Fold-1 ~ Fold-2  Fold-3 Mean FB-IoU | Fold-0  Fold-1  Fold-2  Fold-3 Mean FB-IoU

FWB [45](ICCV’19)| ResNet-101 17.0 18.0 21.0 28.9 212 - 19.1 21.5 239 30.1 237 -

RPMM [10](ECCV’20)| ResNet-50 29.5 36.8 28.9 27.0 30.6 - 338 42.0 33.0 333 355 -

PPNet [12](ECCV’20)| ResNet-50 28.1 30.8 295 277 29.0 - 39.0 40.8 37.1 37.3 38.5 -
PFENet [20](TPAM’20)| ResNet-101 36.8 41.8 38.7 36.7 385 63.0 404 46.8 432 40.5 42.7 65.8
ASGNet [11J(CVPR21)| ResNet-50 - - - - 34.6 60.4 - - - - 425 67.0

CyCTR [16](NeurIPS’21)| ResNet-50 38.9 43.0 39.6 39.8 40.3 - 41.1 489 452 47.0 45.6 -
HSNet [15](ICCV°21)| ResNet-101 372 44.1 42.4 413 412 69.1 459 53.0 51.8 47.1 49.5 72.4
APANet [38](TMM’22)| ResNet-101 40.7 44.6 425 39.6 419 64.8 457 49.7 47.4 42.8 46.4 69.8

DCP [28](IJCAI'22)| ResNet-50 409 43.8 42.6 383 414 - 45.8 49.7 43.7 46.6 46.5 -
NTRENet [43](CVPR’22)| ResNet-50 36.8 42.6 399 379 393 68.5 382 44.1 40.4 384 403 69.2
DPCN [19](CVPR’22)| ResNet-50 42.0 47.0 432 39.7 43.0 632 46.0 54.9 50.8 474 49.8 67.4

BAM [18](CVPR’22)| ResNet-50 43.4 50.6 47.5 43.4 46.2 - 49.3 542 51.6 49.6 51.2 -
baseline ResNet-50 41.1 522 46.1 457 46.3 70.8 434 54.9 48.8 48.0 48.8 72.5
DGFPNet(ours) ResNet-50 43.1 56.1 48.0 48.0 48.8 73.0 48.4 61.8 54.2 53.0 54.4 76.8

The best performances are highlighted in bold. “Baseline” means the meta learner proposed in BAM [18], where the ASPP in it is replaced with FEM [20].

Specifically, with VGG-16 as the backbone, our model outper-
forms BAM [18], which holds the previous state-of-the-art re-
sults, with a margin of 2.8% and 2.6% for 1-shot and 5-shot
tasks, respectively. With ResNet-50 as the backbone, DGFPNet
surpasses 1.4% and 1.6% in 1-shot and 5-shot settings for BAM,
respectively. Moreover, Table I shows the FB-IoU results with
two different backbones. Compared to the BAM, our model im-
proves the performances of all the settings, i.e., 1.8% (79.1% vs.
77.3%), 1.5% (82.6% vs. 81.1%), 0.4% (80.1% vs. 79.7%), and
0.9% (83.1% vs. 82.2%).

COCO-20%: The results of COCO-20° are reported in
Table II. We compare the segmentation results of our model
and other models on COCO-20%. As can be seen, our model still

reaches new state-of-the-art results in both 1-shot and 5-shot
settings, and it outperforms BAM [18] (previous SOTA) with
mloU gains of 2.6% and 3.2%, respectively. In Table II, using
the FB-IoU as the evaluation metric, our model also achieves sig-
nificant 3.9% (73.0% vs. 69.1%) and 4.4% (76.8% vs. 72.4%)
FB-IoU improvement over others in both the 1-shot and 5-shot
settings. These results prove that our model is capable of han-
dling more challenging cases.

Segmentation Examples: To better understand our proposed
model, we report some qualitative segmentation results gener-
ated from our DGFPNet, baseline model, ASGNet [11], and
BAM [18] on the PASCAL-5" and COCO-20%, as shown in
Fig. 8. BAM achieves the best results in all previous global

Authorized licensed use limited to: Shanghai Normal University. Downloaded on September 24,2024 at 00:55:58 UTC from IEEE Xplore. Restrictions apply.



WEN et al.: DUAL-GUIDED FREQUENCY PROTOTYPE NETWORK FOR FEW-SHOT SEMANTIC SEGMENTATION

Support Image

Support Mask Query Image Query Mask

[y

Fig. 8.

8883

Baseline ASGNet DGFPNet

Visual results of our model on PASCAL-5? and COCO-20° dataset. The top three samples are from PASCAL-5’ and the bottom three ones are from

COCO-20". Each column from left to right represents the support image, support mask, query image, query mask, baseline prediction, ASGNet [11] prediction,

BAM [18] prediction, and our DGFPNet prediction, respectively.

prototype models, and ASGNet reaches the best in all previous
local prototype models. As for the global prototype, it mines the
inherent and discriminative global features so that it can guide
the model to distinguish the target object from other class ob-
jects. Therefore, in the last row of Fig. 8, our model and BAM
can accurately segment the cup with the guidance of the global
prototype. However, ASGNet suffers from the food and plate in
the background by using local prototypes, leading to poor seg-
mentation results. As for local prototypes, they extract the local
information and details from the support images, especially the
characteristics and edges of the object parts. In the first row
of Fig. 8, the global texture of the bird in the support image
is highly similar to the nest in the query image. So, with the
guidance of global information in the support prototype, BAM
classifies pixels in the nest as birds. In contrast, the local pro-
totype can mine the characteristics and edges of the head and
wing, guiding our model and ASGNet to suppress the distur-
bance from the nest and generate correct predictions. Compared
to BAM and ASGNet, by applying frequency prototypes and
bridging the gap between support and query images, our model
shows superior capability in other more challenging scenarios,
like complete segmentation, accurate classification, and barely
background noise.

C. Ablation Study

We conduct a set of ablation experiments with ResNet-50 un-
der the 1-shot setting on PASCAL-5' to verify the effectiveness
of the proposed modules.

Effect of MFP, FGM, and MDFEDM: To demonstrate the
effectiveness of the proposed multi-frequency pooling (MFP),
Feature Generalization Module (FGM), and Multi-Dimension
Feature Enrichment Decoder Module (MDFEDM), we conduct
ablation experiments on prototype generation, features, and de-
coder. Please note that we use the MFP to denote the Frequency
Prototype Generation Module (FPGM) and Dual-Guided Selec-
tion Module (DGSM) and apply Generalized to denote the gen-
eralized feature F'C in FGM. In this ablation experiment, we set
two baseline models that generate global or local prototypes by
GAP or clustering. Specifically, we first apply the meta learner
proposed in BAM [18] and replace the ASPP in the learner with
FEM [20] to implement the global prototype baseline model.
For the local prototype baseline model, the prototype genera-
tion module is established with the superpixel-guided cluster-
ing and guided prototype allocation proposed by ASGNet [11];
other modules are the same as the global prototype baseline
model. Then, we orderly replace the corresponding module in
the baseline models with our proposed module. As shown in
Table III, when we only apply MFP to replace the prototype
generation in two baseline models, class mIoU significantly in-
creases by 0.8% (67.3% vs. 66.5%) and 3.0% (67.3% vs. 64.3%)
compared to GAP and clustering, respectively. This proves that
MFP captures more comprehensive and generalized object in-
formation than the other two methods. Besides, the results out-
perform the two baseline models by 0.7% (67.2% vs. 66.5%)
and 1.4% (65.7% vs. 64.3%) when we only replace the features
with F. These results show that FGM fuses more object infor-
mation into the model than the original features. However, when
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TABLE III
ABLATION STUDIES ON PROTOTYPE GENERATION, FEATURES, AND DECODER

Prototype Generation Features Decoder Fold-0  Fold-1 Fold2 Fold-3 | Mean
GAP Clustering MFP Original ~ Generalized | FEM MDFEDM

v v v 66.2 73.1 66.6 60.2 66.5

v v v 66.5 73.5 67.4 61.2 67.2

v 4 v 65.8 72.4 67.1 61.2 66.6

v v v 65.9 73.2 66.8 61.9 67.0

v v v 63.6 71.5 63.6 58.5 64.3

v v v 65.5 72.1 65.4 59.6 65.7

v v v 62.8 71.5 64.7 57.6 64.2

v 4 v 66.3 72.1 65.3 59.7 65.9

4 v v 69.1 73.7 66.6 59.8 67.3

v v v 69.6 74.4 66.6 60.5 67.8

v v v 70.4 73.9 69.6 60.6 68.6

v v v 70.5 74.5 70.0 61.9 69.2

GAP/clustering, original, and FEM denote global average pooling/clustering, original query features, and feature enrichment module [20] in
the global/local prototype baseline model, respectively. MFP, generalized, and MDFEDM denote multi-frequency pooling, generalized
feature in feature generalization module, and multi-dimension feature enrichment decoder module, respectively.

FEM is replaced with MDFEM in two baseline models, the per-
formance improves barely (66.6% vs. 66.5%) and even drops
(64.2% vs. 64.3%). We ascribe this phenomenon to the abun-
dant learned parameters introduced by MDFEM, which reduces
the generalization ability of the model. In other words, without
further capturing valuable object information into the model,
only enhancing the decoder obtains little effect, or even worse.
A similar phenomenon can also be found in the combination of
GAP/Clustering, Generalized, and MDFEDM (67.0% vs. 67.2%
or 65.9% vs. 65.7%). Therefore, when MFP further mines the
complete and generalized object information, MDFEM brings
1.3% (68.6% vs. 67.3%) improvement in mloU. Moreover, FGM
also helps MFP to fuse more object information into the model,
i.e., 67.8% vs. 67.3%. Finally, when all modules are replaced,
the performance further improves and achieves new state-of-
the-art.

Visualization of the FPGM Process: In Fig. 9, we visualize the
process of the Frequency Prototype Generation Module (FPGM)
to illustrate clearly the mining object information way and the
advantage of multi-frequency pooling (MFP). From Fig. 9(a)
to (c), we visualize the procedure results of MFP in the part
DCT bases. Next, to thoroughly analyze the MFP’s capability of
capturing information, we take the 9-th DCT base as an example
to show all the details about the MFP process in Fig. 9(d).

As shown in Fig. 9(d), the MFP is mainly responsible for
strengthening and suppressing objects. The positive values in
the DCT base strengthen some object features, and the negative
values in the DCT base suppress some object features. Mean-
while, the values close to 0 are neglected since they hardly work
for feature extraction. By multiplying foreground features with
the 9-th DCT base, we obtain the strengthened and suppressed
object features from this DCT base. Then, these changed features
are compressed into a prototype, which contains the dominant
effect object information in this DCT base. Therefore, when the
effect of this prototype is activated by computing the cosine
similarity with the original masked object feature, we know this
prototype primarily involves the positive information of plane
empennage and plays a strengthening role in the plane empen-
nage, as shown in the prototype activation map.
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Fig. 9. Visualization of the FPGM Process, where (a), (b), and (c) denote
the DCT bases, activation maps generated by multiplying foreground sup-
port features with DCT bases, and activation maps generated by frequency
prototypes, respectively. Please note that the lower and right images contain
higher-frequency information. (d) visualizes the process of MFP in the 9-th
DCT base. (e) represents the effect of two class prototypes.

Letting Z = Z Z [ s(4,7) =

1], we can obtain:

p_ Zico Z“’ o Fo' (i) - Bii, )
Yo Y50 Mi(i, ) = 1]
h 1w-1
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TABLE IV
ABLATION STUDIES ON EACH BRANCH OF DGSM
QGB SGB | Fold-0 Fold-1 Fold-2 Fold-3 Mean
65.9 73.2 66.8 61.9 67.0
v 69.8 74.0 69.4 61.1 68.6
4 69.2 74.0 69.0 61.3 68.4
v 4 70.5 74.5 70.0 61.9 69.2

QGB and SGB denote query-guided branch and support-guided branch,
respectively.

cos ™ z'+1 cos ™
h 2 w

1
= *cht(u; U)»

7 (25)

where Fy..(u,v) denotes the traditional standard DCT. There-
fore, P, is proportional to the transform coefficient in (u,v), car-
rying the object features in this frequency. When analyzing the
activation maps in Fig. 9(c) and dividing these maps into two
classes (strengthening and suppressing) in Fig. 9(e), we can see
that different frequency prototypes contain different positive or
negative object information, such as fuselage, wing, empennage,
and wheel. Another important observation is that the prototype
contains information from global constituents to local details
when the frequency increases from low to high, no matter the
strengthening or suppressing effects.

Hence, our proposed MFP addresses the limitation of GAP
and clustering, and generates comprehensive and informative
frequency prototypes from both global and local perspectives in
a unified way.

Moreover, we also find in Fig. 9(c) that if the prototypes rep-
resent correct global and local object information, these corre-
sponding prototype masks are more similar to the ground truth
mask than those with some background noise. Therefore, DGSM
selects the more effective frequency prototypes based on the Eu-
clidean distance values between the guided mask and prototype
masks, including the lower or higher frequency prototypes.

Branches in DGSM: The Dual-Guided Selection Module
(DGSM) mainly contains two branches: the query-guided
branch and support-guided branch. Table IV presents our val-
idation experiment on the effectiveness of each branch, where
the first line result is generated by our model without QGB and
SGB (only using GAP to extract support object information).
When we only add QGB to help our model capture rich and
generalized object features from query images, the performance
improves from 67.0% to 68.6%, contributing to a 1.6% per-
formance gain. Similarly, when applying SGB to mine more
support object features by MFP, we also obtain an impressive
performance improvement of 1.4% compared to using the GAP.
Moreover, with the object information from both support and
query images, we can obtain another 0.6% and 0.8% perfor-
mance gain respectively, and improve the result to 69.2%. Ob-
viously, with the guidance of the two above branches, DGSM
effectively bridges the gap between the support set and query
set and captures complete object information.

Prior Information in DGSM: We conduct ablation experi-
ments to demonstrate the effectiveness of the different prior

TABLE V
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ABLATION STUDIES ON THE PRIOR INFORMATION OF HIGH-LEVEL,
MID-LEVEL, AND BASE LEARNER IN DGSM

My MP My | Fold-0 Fold-1 Fold-2 Fold-3 | Mean
4 65.9 73.2 66.8 61.9 67.0
v v 68.6 74.1 67.2 60.4 67.6
4 v 67.6 73.4 67.9 61.0 67.5

4 4 67.0 74.2 67.8 58.9 67.0
4 4 4 70.5 74.5 70.0 61.9 69.2

MY, MY, and MP denote the prior attention mask from the high-level
feature, mid-level feature, and base learner, respectively.

TABLE VI

ABLATION STUDIES ON THE NUMBER (/) OF SELECTED INDEXES IN DGSM

A Fold-0 Fold-1 Fold-2 Fold-3 Mean

5 70.3 73.8 69.0 61.2 68.6

10 70.5 74.5 70.0 61.9 69.2

69.7 74.1 69.4 61.4 68.7

TABLE VII
ABLATION STUDIES ON THE FEATURES IN FGM

Fold-0 Fold-1 Fold-2 Fold-3 | Mean
Original Feature | 70.4 73.9 69.6 60.6 68.6
Original Feature + SGF | 70.3 74.0 69.3 61.5 68.8
QGF | 69.9 73.7 70.3 61.6 68.9
QGF + SGF | 70.5 74.5 70.0 61.9 69.2

QGF and SGF denote query generalization feature and support generaliza-
tion feature, respectively.

mask information in Dual-Guided Selection Module (DGSM).
In Table V, M f .M 5\4 ,and M B denote the prior attention mask
from the high-level feature, mid-level feature, and base learner,
respectively. The first line result of the table is only generated
by M (M} is used in our baseline model), achieving 67.0%
mloU performance. Then, we add M or M to mine more tar-
get information or filter out the base object in the background,
bringing 0.5% and 0.6% performance gain compared to only
using M, qH . However, the performance drops greatly without us-
ing M, especially for the Fold-3. This phenomenon strongly
demonstrates the M, f is the essential part for suppressing the
background noises and identifying the object. When applying
all the M, MM, and M* to generate our final query atten-
tion mask M ;‘, it outperforms others with a large margin, i.e.,
69.2% vs. 67.6%, 69.2% vs. 67.5%, 69.2% vs. 67.0%. So, we
argue that these three masks are complementary and necessary,
namely suppressing background noises by M, mining object
information by MM, and filtering out the base object by MZ.
Number of Selected Indexes in DGSM: We conduct ablation
experiments to analyze the number (A) of selected indexes with
minimum distance in Dual-Guided Selection Module (DGSM).
Table VI shows that our model performs best when A is set to
10. It suggests that we extract more informative complemental
prototypes and generate a more accurate query attention mask
in this setting. Therefore, we set A to 10 for our model.
Analysis of FGM: Feature Generalization Module (FGM)
aims to integrate more generalized features into the model.
Table VII shows the ablation study on our proposed FGM. It
can be seen that the performance of original feature achieves
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TABLE VIII
ABLATION STUDIES ON EACH COMPONENT OF MDFEDM
Fold-0 Fold-1 Fold-2 Fold-3 | Mean
SKE | 69.6 74.4 66.6 60.5 67.8
SKE+AKE | 69.0 74.4 68.4 60.7 68.1
SKE+SP | 69.3 73.9 68.6 61.3 68.3
SKE+AKE+SP | 70.5 74.5 70.0 61.9 69.2

SKE, AKE and SPC denote square kernel enrichment, asymmetric kernel
enrichment and segmentation part, respectively.

Original Image

Image Mask SKE SKE + SP SKE + AKE SKE + AKE + SP

Fig. 10.  Visual results by using the components in MDFEDM. SKE, AKE,
and SP denote square kernel enrichment, asymmetric kernel enrichment, and
segmentation part, respectively. The first and second rows show MDFEDM
captures more horizontal banding features. The third and fourth rows show
MDFEDM captures more vertical banding features. Moreover, the fifth row
shows that MDFEDM also refines the segmentation, such as fliting out the
background noise and complementing objects.

improvement by concatenating the support generalization fea-
ture (SGF). Moreover, the query generalization feature (QGF)
resultis much better than the original. The performance is further
improved from 68.9% to 69.2% when SGF is fused into QGF.
The experiment results show the effectiveness of the FGM.

Components in MDFEDM : Multi-Dimension Feature Enrich-
ment Decoder Module (MDFEDM) consists of square kernel
enrichment, asymmetric kernel enrichment, and segmentation
part. We evaluate the effectiveness of each component. As shown
in Table VIII, when we only add the asymmetric kernel enrich-
ment or the segmentation part for the mask prediction, it achieves
0.3% and 0.5% mloU improvement over the square kernel en-
richment, respectively. The performance of adding all parts fur-
ther improves by 1.1% and 0.9%, respectively. These results
show that the asymmetric kernel enrichment and segmentation
part play an essential role in object segmentation. Moreover,
Fig. 10 presents the segmentation results using the components
in MDFEDM. It shows that asymmetric kernel enrichment cap-
tures more banding object features, and the segmentation part
refines the object segmentation better by tackling hard pixels.
With the square kernel enrichment, asymmetric kernel enrich-
ment, and segmentation part, MDFEDM achieves more accurate
and superior segmentation results.

Effects of Threshold Value: We explore the influence of thresh-
old value 7 that segments the query attention mask in the seg-
mentation part. Table IX shows the results when 7 is varied from
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TABLE IX
ABLATION STUDIES ON THRESHOLD VALUE (7) IN MDFEDM

Thr“h"f Value | £il4.0  Fold-1  Fold2  Fold-3 | Mean

025 700 738 691 613 | 686

0.30 689 733 696  6L1 | 682

035 705 745 700 619 | 692

0.40 699 740 683 613 | 684

0.45 698 745 689 610 | 686
TABLE X

ABLATION STUDY ON k-SHOT FUSION STRATEGIES

Fold-0  Fold-1 Fold-2  Fold-3 Mean

Average 73.6 76.0 70.7 67.4 71.9
Max 72.5 76.3 71.8 66.6 71.8
Average + Max 74.0 76.3 72.3 67.5 72.5

Average denotes the average fusion strategy for all masks in DGSM. Max
denotes the max fusion strategy for all masks in DGSM. Average + max
denotes the average fusion strategy for M# and the max fusion strategy for

M("]/’ in DGSM.

TABLE XI
ABLATION STUDIES ON THE TRADE-OFF PARAMETERS «v OF INTERMEDIATE
Loss L AND 3 OF PSEUDO LOsS Lo

o B Fold-0 Fold-1 Fold-2 Fold-3 Mean
1.0 05 69.7 74.6 68.4 61.2 68.5
0.5 1.0 70.4 74.0 69.4 61.0 68.7
1.0 1.0 70.5 74.5 70.0 61.9 69.2

0.25 to 0.45. It achieves the best results when 7 = 0.35. Hence,
T is set to 0.35 in our model.

k-shot Fusion Strategies: In the k-shot setting, we compare
three fusion strategies in Table X. We can see that our strategy
brings 0.6% and 0.7% performance gains compared to the aver-
age strategy and max strategy, respectively. This result indicates
that, in Dual-Guided Selection Module (DGSM), it is suitable
for the high-level query attention mask Mf to filter out the
noise by average fusion strategy, and the mid-level query atten-
tion mask M (j” is appropriate to mine more object information
by max fusion strategy. Therefore, we apply the average-max
fusion strategy in DGSM.

Effect of Loss Weight: We investigate the impact of the trade-
off parameters  and 3 presented in (24), where « and 5 mean
the balancing weights of intermediate loss £¢ and pseudo loss
Lo, respectively. As shown in Table X1, we find that the best and
most stable results are achieved when « and 3 are both set to 1.0.
Forexample, when avand 3 are set to 1.0 and 0.5, respectively, we
obtain the best result on Fold-1. However, the results on Fold-0
and Fold-2 are the worst. Similarly, when a and [ are set to
0.5 and 1.0, respectively, the results are also unstable, where
Fold-0 and Fold-2 are better while Fold-1 is worse. Another
important observation is that these two losses are complementary
to each other. As a result, we set « and /3 to the same value, i.e.,
1.0.
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VI. CONCLUSION

In this paper, we design DGFPNet for the few-shot semantic
segmentation task. To address the limitation of GAP and cluster-
ing, we propose the FPGM that mines the global and local object
features and extracts various frequency prototypes by MFP. With
the input of frequency prototypes, our proposed DGSM gener-
ates the query attention mask and complementary prototypes un-
der the support and query information guidances. Then, the ob-
tained mask is incorporated into the features in FGM to improve
its generalization. Given concatenated features, MDFEDM fur-
ther mines the multi-dimension object features by square and
asymmetric kernels and tackles hard pixels by pre-segmenting
query attention mask to refine final segmentation results. Ex-
tensive experiments verify the superiority of DGFPNet. From
the frequency domain perspective, our model generalizes the
prototype-based method to mine complete object information.
Meanwhile, our model diminishes the domain gap and retains
high generalization. In the future, we will explore more possi-
bilities about further utilizing the rich image information in the
frequency domain.

REFERENCES

[1] K. Simonyan and A. Zisserman, “Very deep convolutional networks for
large-scale image recognition,” in Proc. Int. Conf. Learn. Representations,
2015, pp. 1-14.

[2] K. He, X. Zhang, S. Ren, and J. Sun, “Deep residual learning for image
recognition,” in Proc. IEEE/CVF Conf. Comput. Vis. Pattern Recognit.,
2016, pp. 770-778.

[3] J. Long, E. Shelhamer, and T. Darrell, “Fully convolutional networks for

semantic segmentation,” in Proc. IEEE/CVF Conf. Comput. Vis. Pattern

Recognit., 2015, pp. 3431-3440.

H. Zhao, J. Shi, X. Qi, X. Wang, and J. Jia, “Pyramid scene parsing net-

work,” in Proc. IEEE/CVF Conf. Comput. Vis. Pattern Recognit., 2017,

pp. 2881-2890.

[5] L. Chen, G. Papandreou, I. Kokkinos, K. Murphy, and A. Yuille, “Seman-
tic image segmentation with deep convolutional nets and fully connected
CRFS,” in Proc. Int. Conf. Learn. Representations, 2015.

[6] O. Ronneberger, P. Fischer, and T. Brox, “U-Net: Convolutional net-
works for biomedical image segmentation,” in Proc. Med. Image Comput.
Comput.-Assist. Interv., 2015, pp. 234-241.

[7]1 A.Shaban, S. Bansal, Z. Liu, I. Essa, and B. Boots, “One-shot learning for
semantic segmentation,” in Proc. Brit. Mach. Vis. Conf., 2017, pp. 1-9.

[8] N. Dong and E.P. Xing, “Few-shot semantic segmentation with prototype
learning,” in Proc. Brit. Mach. Vis. Conf., 2018, pp. 79-91.

[9]1 X.Zhang, Y. Wei, Y. Yang, and T. S. Huang, “SG-One: Similarity guid-
ance network for one-shot semantic segmentation,” IEEE Trans. Cybern.,
vol. 50, no. 9, pp. 3855-3865, Sep. 2020.

[10] B. Yang, C. Liu, B. Li, J. Jiao, and Q. Ye, “Prototype mixture models for
few-shot semantic segmentation,” in Proc. Eur. Conf. Comput. Vis., 2020,
pp. 763-778.

[11] G. Li et al., “Adaptive prototype learning and allocation for few-shot seg-

mentation,” in Proc. IEEE/CVF Conf. Comput. Vis. Pattern Recognit.,

2021, pp. 8334-8343.

Y. Liu, X. Zhang, S. Zhang, and X. He, “Part-aware prototype network for

few-shot semantic segmentation,” in Proc. Eur. Conf. Comput. Vis., 2020,

pp. 142—-158.

[13] C. Zhang et al., “Pyramid graph networks with connection attentions for
region-based one-shot semantic segmentation,” in Proc. IEEE Int. Conf.
Comput. Vis., 2019, pp. 9587-9595.

[14] W. Liu, C. Zhang, G. Lin, and F. Liu, “CRNet: Cross-reference networks
for few-shot segmentation,” in Proc. IEEE/CVF Conf. Comput. Vis. Pattern
Recognit., 2020, pp. 4165-4173.

[15] J. Min, D. Kang, and M. Cho, “Hypercorrelation squeeze for few-
shot segmentation,” in Proc. IEEE Int. Conf. Comput. Vis., 2021,
pp. 6921-6932.

4

=

[12

8887

[16] G. Zhang, G. Kang, Y. Yang, and Y. Wei, “Few-shot segmentation via
cycle-consistent transformer,” in Proc. Adv. Neural Inform. Process. Syst.,
2021, vol. 34, pp. 21984-21996.

[17] Z.Qin, P. Zhang, F. Wu, and X. Li, “FcaNet: Frequency channel attention
networks,” in Proc. IEEE Int. Conf. Comput. Vis., 2021, pp. 783-792.

[18] C. Lang, G. Cheng, B. Tu, and J. Han, “Learning what not to segment:
A new perspective on few-shot segmentation,” in Proc. IEEE/CVF Conf.
Comput. Vis. Pattern Recognit., 2022, pp. 8057-8067.

[19] J.Liuetal., “Dynamic prototype convolution network for few-shot seman-
tic segmentation,” in Proc. IEEE/CVF Conf. Comput. Vis. Pattern Recog-
nit., 2022, pp. 11553-11562.

[20] Z. Tian et al., “Prior guided feature enrichment network for few-shot
segmentation,” IEEE Trans. Pattern Anal. Mach. Intell., vol. 44, no. 2,
pp- 1050-1065, Feb. 2022.

[21] L. Chen, G. Papandreou, F. Schroff, and H. Adam, “Rethinking atrous con-
volution for semantic image segmentation,” Dec. 2017, arXiv:1706.05587.

[22] Z. Huang, C. Wang, X. Wang, W. Liu, and J. Wang, “Semantic image
segmentation by scale-adaptive networks,” IEEE Trans. Image Process.,
vol. 29, pp. 2066-2077, 2019.

[23] V.Badrinarayanan, A. Kendall, and R. Cipolla, “SegNet: A deep convolu-
tional encoder-decoder architecture for image segmentation,” IEEE Trans.
Pattern Anal. Mach. Intell., vol. 39, no. 12, pp. 2481-2495, Dec. 2017.

[24] X. Wang, R. Girshick, A. Gupta, and K. He, “Non-local neural networks,”
in Proc. IEEE/CVF Conf. Comput. Vis. Pattern Recognit., 2018, pp. 7794—
7803.

[25] J. Fu et al., “Dual attention network for scene segmentation,” in Proc.
IEEE/CVF Conf. Comput. Vis. Pattern Recognit., 2018, pp. 3146-3154.

[26] C. Zhang, G. Lin, F. Liu, R. Yao, and C. Shen, “CANet: Class-agnostic
segmentation networks with iterative refinement and attentive few-shot
learning,” in Proc. IEEE Conf. Comput. Vis. Pattern Recognit., 2019,
pp. 5217-5226.

[27] B. Mao et al., “Learning from the target: Dual prototype network for
few shot semantic segmentation,” in Proc. AAAI Conf. Artif. Intell., 2022,
vol. 36, pp. 1953-1961.

[28] C. Lang, B. Tu, G. Cheng, and J. Han, “Beyond the prototype: Divide-
and-conquer proxies for few-shot segmentation,” in Proc. Int. Joint Conf.
Artif. Intell., 2022, pp. 1024-1030.

[29] K.Xuetal., “Learning in the frequency domain,” in Proc. IEEE/CVF Conf.
Comput. Vis. Pattern Recognit., 2020, pp. 1740-1749.

[30] W. Shu, J. Wan, K. Tan, S. Kwong, and A. Chan, “Crowd counting in
the frequency domain,” in Proc. IEEE/CVF Conf. Comput. Vis. Pattern
Recognit., 2022, pp. 19618-19627.

[31] R. Geirhos et al., “ImageNet-trained CNNs are biased towards texture;
increasing shape bias improves accuracy and robustness,” in Proc. Int.
Conf. Learn. Representations, 2019, pp. 1-20.

[32] H. Wang, X. Wu, Z. Huang, and E. P. Xing, “High frequency component
helps explain the generalization of convolutional neural networks,” in Proc.
IEEE/CVF Conf. Comput. Vis. Pattern Recognit., 2020, pp. 8684—-8694.

[33] C. Luo et al., “Frequency-driven imperceptible adversarial attack on se-
mantic similarity,” in Proc. IEEE/CVF Conf. Comput. Vis. Pattern Recog-
nit., 2022, pp. 15315-15324.

[34] X. Li et al., “Improving semantic segmentation via decoupled body and
edge supervision,” inProc. Eur. Conf. Comput. Vis., 2020, pp. 435-452.

[35] L. Liu et al., “Dynamic extension nets for few-shot semantic segmenta-
tion,” in Proc. 28th ACM Int. Conf. Multimedia, 2020, pp. 1441-1449.

[36] B. Kang, Y. Lee, and T. Q. Nguyen, “Depth-adaptive deep neural net-
work for semantic segmentation,” I[EEE Trans. Multimedia, vol. 20, no. 9,
pp- 2478-2490, Sep. 2018.

[37] W. Liu, C. Zhang, H. Ding, T.-Y. Hung, and G. Lin, “Few-shot segmenta-
tion with optimal transport matching and message flow,” IEEE Trans. Mul-
timedia, vol. 25, pp. 5130-5141, 2023, doi: 10.1109/TMM.2022.3187855.

[38] J. Chen et al., “APANet: Adaptive prototypes alignment network for
few-shot semantic segmentation,” IEEE Trans. Multimedia, vol. 25,
pp. 4361-4373, 2023, doi: 10.1109/TMM.2022.3174405.

[39] T. Chen et al., “Semantically meaningful class prototype learning for one-
shot image segmentation,” IEEE Trans. Multimedia, vol. 24, pp. 968-980,
2022.

[40] Z. Wu, X. Shi, G. lin, and J. Cai, “Learning meta-class memory for few-
shot semantic segmentation,” in Proc. IEEE Int. Conf. Comput. Vis., 2021,
pp. 517-526.

[41] W.Liu, Z. Wu, H. Ding, F. Liu, J. Lin, and G. Lin, “Few-shot segmentation
with global and local contrastive learning,” Aug. 2021, arXiv:2108.05293.

[42] J. Deng et al., “Imagenet: A large-scale hierarchical image database,” in
Proc. IEEE Conf. Comput. Vis. Pattern Recognit., 2009, pp. 248-255.

Authorized licensed use limited to: Shanghai Normal University. Downloaded on September 24,2024 at 00:55:58 UTC from IEEE Xplore. Restrictions apply.


https://dx.doi.org/10.1109/TMM.2022.3187855
https://dx.doi.org/10.1109/TMM.2022.3174405

8888

[43]

[44]
[45]

[46]

[47]

[48]

[49]

Y. Liu et al., “Learning non-target knowledge for few-shot semantic seg-
mentation,” in Proc. IEEE/CVF Conf. Comput. Vis. Pattern Recognit.,
2022, pp. 11573-11582.

T.-Y. Lin et al., “Microsoft COCO: Common objects in context,” in Proc.
Eur. Conf. Comput. Vis., 2014, pp. 740-755.

K. Nguyen and S. Todorovic, “Feature weighting and boosting for fewshot
segmentation,” in Proc. IEEE Int. Conf. Comput. Vis., 2019, pp. 622-631.
M. Everingham, L. V. Gool, C. K. Williams, J. Winn, and A. Zisserman,
“The pascal visual object classes challenge,” Int. J. Comput. Vis., vol. 88,
no. 2, pp. 303-338, 2010.

B. Hariharan, P. Arbel’ aez, L. Bourdev, S. Maji, and J. Malik, “Semantic
contours from inverse detectors,” in Proc. IEEE Int. Conf. Comput. Vis.,
2011, pp. 991-998.

X. Luo et al., “PFENet : Boosting few-shot semantic segmentation with
the noise-filtered context-aware prior mask,” IEEE Trans. Pattern Anal.
Mach. Intell., vol. 46, no. 2, pp. 1273-1289, Feb. 2024.

Z. Zheng et al., “Quaternion-Valued correlation learning for few-shot se-
mantic segmentation,” IEEE Trans. Circuits Syst. Video Technol., vol. 33,
no. 5, pp. 2102-2115, May 2023.

Chunlin Wen (Member, IEEE) received the B.E. de-
gree from Dalian University, Dalian, China, in 2018.
He is currently working toward the M.E. degree with
the College of Information, Mechanical and Electri-
cal Engineering, Shanghai Normal University, Shang-
hai, China. His research interests include computer
vision and machine learning, specifically for proto-
type learning and few-shot learning.

Hui Huang (Member, IEEE) received the B.S. and
M.S. degrees from the School of Biomedical En-
gineering, Southeast University, Nanjing, China, in
2004 and 2007, and the Ph.D. degree from the Depart-
ment of Information and Image Processing from the
University of Rennes, Rennes, France, in collabora-
tion with Institute MINES-TELECOM, TELECOM
Bretagne, and LaTIM Laboratory, INSERM U1101,
Brest, France, in 2011. She is currently an Associate
Professor of the College of Information, Mechanical
and Electrical Engineering, Shanghai Normal Univer-

sity, Shanghai, China. She is also a member of the ACM. Her primary research
interests include image processing, computer vision and pattern recognition. Her
research interests include medical image processing, deep learning, computer
vision, and signal processing.

\

'

IEEE TRANSACTIONS ON MULTIMEDIA, VOL. 26, 2024

Yan Ma (Member, IEEE) received the Ph.D. de-
gree from Shanghai Jiao Tong University, Shanghai,
China. She is currently a Professor of the College of
Information, Mechanical and Electrical Engineering,
Shanghai Normal University, Shanghai. Her research
interests include data mining, image segmentation,
and action recognition.

Feiniu Yuan (Senior Member, IEEE) received the
B.Eng. and M.E. degrees in mechanical engineer-
ing from the Hefei University of Technology, Hefei,
China, in 1998 and 2001, respectively, and the Ph.D.
degree in pattern recognition and intelligence system
from the University of Science and Technology of
China (USTC), Hefei, in 2004. From 2004 to 2006,
he was a Postdoctor with the State Key Lab of Fire
Science, USTC. From 2010 to 2012, he was a Senior
Research Fellow with Singapore Bioimaging Consor-
tium, Agency for Science, Technology and Research

(A*STAR), Singapore. He is currently a Professor, a Ph.D. Supervisor and the
Vice Dean with the College of Information, Mechanical and Electrical Engi-
neering, Shanghai Normal University, Shanghai, China. His research interests
include deep learning, image segmentation, pattern recognition and 3D model-
ing. He is a senior member of CCF.

Hongqing Zhu (Member, IEEE) received the Ph.D.
degree from Shanghai Jiao Tong University, Shang-
hai, China, in 2000. She is currently a Professor with
the East China University of Science and Technol-
ogy, Shanghai, China. From 2003 to 2005, she was
a Postdoctoral Fellow with the Department of Biol-
ogy and Medical Engineering, Southeast University,
Nanjing, China. Her current research interests include
deep learning, computer vision, pattern recognition,
and medical image processing. She is a member of
IEICE.

Authorized licensed use limited to: Shanghai Normal University. Downloaded on September 24,2024 at 00:55:58 UTC from IEEE Xplore. Restrictions apply.




<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 900
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00111
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 1200
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00083
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00063
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


